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ABSTRACT Infectious diseases are one of the significant health concerns 

worldwide because of the high rate of disease transmission and multifactorial 

severity. The novel emerging and re-emerging pathogens necessitate the prediction 

tools that are precise and timely. Big data, algorithms, and real-time analytics have 

helped computational models to promote disease forecasting. Such models include 

mathematical models, machine learning methods and bioinformatics models. This 

review classifies the models of predicting infectious diseases into four groups, 

namely epidemiological, simulation, mathematical and bioinformatics-based. The 

assessment of each category is made on basis of structure, application, computation 

requirements as well as data dependency. Comparative analysis revealed that each 

model approach has its strengths and weaknesses as preferred. High scalability, low 

power consumption, and flexibility are the factors which are important to consider 

while choosing modelling approach. Correspondence analysis was also used in the 

review in order to put the connection between the types of pathogens and the organ 

systems. Respiratory and immune systems are the focus of the viral diseases. 

Diseases that are related to bacteria are linked with the respiratory and the nervous 

system. Parasites diseases exhibit close relation to blood and hepatic systems. The 

links of fungal infections are associated with the nervous system. This review will 

aid researchers and policymakers in selecting appropriate tools for infectious disease 

prediction and intervention planning. 
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Introduction 

The higher incidence of infectious diseases worldwide has 

remained a challenge to the health systems because of the 

speed at which they spread (Lloyd and May, 2001). It is 

contributed by its multifactorial aetiology and the fact that 

uncontrolled infectious disease spread can lead to massive 

epidemics such as COVID (Keshavamurthy et al, 2022). These 

diseases burden healthcare systems, disrupt economies, and 

challenge public health infrastructure, especially in resource-

limited settings. The unpredictability and speed of 

transmission make timely detection and intervention essential 

(Wilke and Adami, 2002). The increased occurrence of novel 

pathogens and the recurrence of previously reported pathogens 

justifies the necessity of timely and optimal disease prediction 

to take course in intervention measures (Yang et al, 2020a). 

Addressing infectious diseases remains a top priority for 

ensuring population health and global stability. 

Computational methods have transformed disease prediction 

methods and scalability. These methods use big data, complex 

algorithms and real time analytics to predict the outbreaks of 

the disease (Grover and Leskovec, 2016). These methods can 

also predict spreading patterns and burden to health. Such 

approaches include simple mathematical models to machine 

learning and bioinformatics-based approaches, and offer 

complementary insight into the disease dynamics (Dixon et al, 

2022). The number and complexity of health-related data have 

grown, which has led to an augmented number of different 

types of computational models (Stojanović et al, 2019). 

Nevertheless, since there are numerous modelling strategies, 

there is an immediate necessity to reach comparisons with the 

usefulness, velocity, and information needs as well as 

correctness (Reveil and Chen, 2022). Such comparisons, in 
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addition to showing the relative merits and drawbacks of each 

approach, assist researchers and public health policymakers in 

choosing the most fitting tools regarding specific settings. 

Because of the interdisciplinary domain of infectious disease 

modelling, a blend of biology, medicine, statistics and 

computer science, there is an essential need to critically 

evaluate and compare these models. 

This review will seek to make a thorough comparison between 

the major computational models being used in the prediction 

of an infectious disease (Egli et al, 2020; Santangelo et al, 

2023). It can be categorized into four major groups, i.e. 

epidemiological models, simulation models, mathematical 

models, and bioinformatics-based. The approaches are going 

to be detailed against how they are structured, where they are 

applicable, their computing performance, and the dependency 

on data. Finally, this review will be useful in comprehending 

the way these models could be integrated or chosen depending 

on types of disease, timeline of predictions, and available data. 

Epidemiological Modelling Approaches 

Epidemiological models serve as foundational tools for disease 

surveillance and outbreak prediction(Horrocks and Bauch, 

2020). These models utilize structured and unstructured data 

from surveillance systems, environmental records, and digital 

platforms to monitor and forecast disease trends (Lloyd and 

May, 2001). Classical epidemiological methodologies include 

outbreak investigations and disease surveillance systems, 

which have significantly evolved with the integration of 

computational algorithms and whole-genome sequencing 

(Dixon et al, 2022; Tao et al, 2023). Event-based surveillance 

platforms such as Google Flu Trends, ProMED-Mail, and 

HealthMap gather data from news sources, social media, and 

governmental reports to identify emerging disease threats. 

Recent advances in computational epidemiology have led to 

the development of algorithmic prediction models for vector-

borne and waterborne diseases, often using meteorological 

data and population demographics (Meng et al, 2019; Kim and 

Ahn, 2021). Techniques like Bayesian regression, support 

vector regression, and neural networks enhance predictive 

accuracy, particularly in spatial epidemiology (Krantz et al, 

2020; Yang et al, 2020a; Yang et al, 2020b). While 

epidemiological models are valuable for real-time tracking and 

public health response planning, they are heavily reliant on the 

quality, timeliness, and granularity of input data, which can 

limit their accuracy and applicability. 

Simulation Modelling Approaches 

The food industry requires One Health approach as an 

essential method to tackle SCVs. The One Health approach 

unifies Simulation models are used to create hypothetical 

models of real-life systems and to determine how well-

studied diseases will behave, under a variety of testing 

conditions. These are system dynamics, agent-based models 

(ABMs), discrete event models (DE) and Monte Carlo 

simulations (Stojanović et al, 2019; Waleed et al, 2020; 

Latkowski and Dunin-Kȩplicz, 2021). Both approaches are 

based on their different ways of representing time and 

processes, and uncertainty. As an example, ABMs model 

interactions of individual agents, and have an emergent 

behavior at the population level, where system dynamics 

models concentrate on aggregated feedback loops and flows 

over time (Waleed et al, 2020; Sansone et al, 2022). Raw data 

available has been useful together with simulation 

frameworks such as, CoPE, SIM -D, PanSim and 

CityCOVID which have been effective in modelling complex 

interventions like, social distancing, vaccinations and 

mobility restrictions (Latkowski and Dunin-Kȩplicz, 2021). 

Moreover, the incorporation of such instruments as the 

harmonic decomposition or wavelet analysis enabled the 

simulation models to detect the seasonal and environmental 

impacts on the spread of diseases (Krantz et al, 2020; Zhang 

et al, 2023). Although flexible and realistic, simulation 

models are often computationally taxing and necessarily 

parameter intensive, thus not as suitable in circumstances 

requiring very quick deployment when insufficient data and 

expertise is at hand. 

Mathematical Modelling Approaches 

Mathematical models provide an explanation of how a disease 

is transmitted and progresses by use of equations (Yang et al, 

2020b; Tedeschi, 2023). These models are classified in detail 

as deterministic and stochastic frameworks. Discrete epidemic 

models relatively common are the classical compartmental 

models, i.e. Susceptible-Infected-Recovered (SIR), and 

Susceptible-Exposed-Infectious-Recovered (SEIR), used to 

gain insight into disease thresholds, epidemic curves, and 

effects of interventions (da Silva et al, 2020; Yang et al, 2020b; 

Liu et al, 2021). These models have been used to set 

policymaking in departments during epidemics such as the 

coronavirus pandemic (COVID-19) and measles. 

Further developed procedures like the Sparse Identification of 

Nonlinear Dynamics (SINDy) give dynamic system insights 

based on the case notification data (Horrocks and Bauch, 

2020). Stochastic models, of which Ebola models are also 

examples, bring elements of probability, which explains how 

these models take into consideration random transmission 

events (Asher, 2018). Although mathematical models are easy 

to introduce and apply to limited calculation resources, they 

tend to rely on assumptions of population homogeneity and 

invariance of parameters that are less applicable in real-life 

conditions, where heterogeneity and variability is likely to 

appear. 

Bioinformatics-Based Modelling 

Approaches 

The blossom of genomic and transcriptomic data has led to 

bioinformatics becoming an effective method of predicting 

infectious diseases in a molecular form. These models are 

based on machine learning techniques consisting of random 

forests (RF), support vector machines (SVM) and k-nearest 

neighbors (kNN), to study genetic sequences and determine 

disease associations, drug targets, and resistant markers (Wilke 

and Adami, 2002; Brett et al, 2017; Wolf et al, 2018; Zhang et 

al, 2020). Investigation of miRNA-disease or lncRNA-disease 

associations is based on tools such as Path-Based MiRNA-

Disease Association (PBMDA) and Ensemble Kernel Ridge 
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Regression-based models (EKRRMDA) (You et al, 2017; 

Wolf et al, 2018; Horrocks and Bauch, 2020). These in silico 

techniques are especially applicable when it comes to learning 

biology of pathogens, regulation of genes, and molecular 

interaction. Bioinformatics models have the advantage of 

being quicker and cheaper than experimental ones, and thus 

they are useful in achieving rapid drug screening and 

characterization of pathogens. They are however very reliant 

on having the availability and quality of, large scale, robust 

genomic data. In addition, some ML models might not be 

interpretable due to the complexity and opacity aspect which 

is important to clinical validation. 

Comparative Analysis of Modelling 

Approaches 

Every model has its own range of benefits and limitations 

(Table 1). Epidemiological models are quick and are effective 

in short-term projections and real-time response though timely 

and accurate surveillance are very important. The simulation 

modelling is informative to behavior and policy situations 

although labor-intensive and very demanding with regards to 

data. Mathematical models are mathematically transparent, 

and computationally cheap, although they can distort 

complicated dynamics. On the contrary, the bioinformatics-

based modelling is better in scaling to the molecular level and 

prediction; however, they need large amounts of quality 

omics-scale data and powerful computing capabilities. 

Regarding the speed, mathematical and bioinformatics models 

tend to take less time in case of the availability of data, 

whereas simulation and epidemiological models might be 

time-consuming as they utilize the use of real-time and big-

scale data. Data type required is also different- 

epidemiological and simulation models require population 

level and behavior data, the mathematical models require 

parameterized equations and bioinformatics models need 

genomic and transcriptomic sequences.

 

Table 1: Comparison of Infectious Disease Modelling Approaches 

Modelling 

Approach 
Primary Use Data Requirements Strengths Limitations 

Epidemiological 

Models 

Real-time tracking, 

outbreak detection 

Surveillance, 

environmental, 

social media 

Fast, practical, useful for 

public health planning 

Data quality dependent, 

may lack granularity 

Simulation 

Models 

Policy scenario 

analysis, 

behavioural 

modelling 

Demographic, 

spatial, intervention 

data 

Captures complex dynamics 

and interactions, flexible 

High computational cost, 

requires detailed 

assumptions 

Mathematical 

Models 

Theoretical 

analysis, short- to 

mid-term forecasts 

Transmission rates, 

population data 

Simple to implement, 

analytically tractable, 

computationally efficient 

Oversimplifies, assumes 

population homogeneity 

Bioinformatics 

Models 

Molecular 

prediction, 

drug/target 

discovery 

Genomic, 

transcriptomic, 

molecular datasets 

High-resolution, scalable, 

useful in personalized 

medicine and pathogen 

analysis 

Requires omics data, less 

interpretable, not suited for 

population-level modelling 

 

Modelling approaches applied on disease 

systems 

The correspondence analysis (CA) of majority of studies 

conducted during 2010 to 2024 revealed the relationship 

between various types of pathogens (virus, bacteria, parasitic 

and fungi) and the body systems affecting (Fig. 1). Majority of 

the viral diseases were strongly linked with respiratory, 

immune and reproductive systems, which pointed to a high 

rate of viral infections in these fields-COVID-19, the flu, HIV 

are a few of such viral infections (Raghavan et al, 2017). 

Bacterial pathogens specifically relate to certain diseases of 

the nervous, respiratory, and reproductive systems which 

include bacterial meningitis, pneumonia and sexually 

transmitted diseases such as chlamydia or syphilis (Schreuder 

et al, 2021; Yang and Li, 2021; Goyal and Singh, 2023). 

Diseases related to parasites like malaria and leishmaniasis 

reveal great relations with the hematologic, hepatic, 

integumentary and visceral systems indicating that they are 

systemic and blood related (Semenza and Suk, 2018). There 

are fungal pathogens and they are linked to the nervous system 

which is in line with fungal meningitis (Choi et al, 2016; Egli 

et al, 2020).  
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Fig. 1: Correspondence analysis of all the diseases studied with modelling approaches. 

 

In conclusion, there is no particular model that would be 

better than the other universally; it only matters which one to 

choose depending on the use-case scenario, data availability, 

resolution that is necessary, and compute potential. Hybrids 

or integrated modelling solutions may provide more 

complete infectious disease prediction systems, which use 

elements of more than one model. 
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